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ABSTRACT: The Human Activity Recognition System in Industries aims to monitor and analyze worker activities 

using sensors and machine learning techniques. This system helps improve safety, productivity, and efficiency by 

identifying and tracking human movements in real-time. It uses wearable devices, video surveillance, or IoT sensors to 

collect data on employee actions. The data is processed using algorithms such as CNNs, LSTMs, or SVMs to classify 

various activities. It can detect abnormal behavior, unsafe postures, or unauthorized access in restricted areas. The 

system provides alerts and logs for supervision and compliance. It helps in automating attendance and task tracking. 

This reduces manual supervision and enhances workplace transparency. Such systems contribute to smart 

manufacturing and Industry 4.0 goals. Overall, it fosters a safer and more efficient industrial work environment. 
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I. INTRODUCTION 

 

Human Activity Recognition (HAR) using visual inputs is a rapidly growing field in artificial intelligence that 

leverages computer vision and deep learning to interpret and understand human behaviors from video data. This project 

aims to develop an intelligent HAR system capable of accurately recognizing a wide range of human actions through 

video or real-time camera inputs. The primary goal is to enhance human-computer interaction, surveillance systems, 

and assistive technologies. 

 

The proposed system uses visual data, such as RGB video frames, and processes them through convolutional neural 

networks (CNNs) and recurrent neural networks (RNNs) like LSTM to capture spatial and temporal patterns of 

movement. By extracting key features such as pose, gesture, and motion trajectories, the model can classify activities 

like walking, running, sitting, waving, or falling. 

 

This system is designed to be robust in different environments and lighting conditions, making it suitable for use in 

smart homes, elderly care, public security, and industrial safety monitoring. The integration of AI ensures faster and 

more accurate activity recognition compared to traditional rule-based approaches. 

 

To improve accuracy, datasets like UCF101, Kinetics, or HMDB51 are used to train and validate the model. 

Preprocessing techniques such as background subtraction, frame normalization, and data augmentation enhance model 

performance. Overall, this AI-based HAR system represents a significant step toward automated and intelligent visual 

perception for real-world applications. 

 

II. OBJECTIVES 

 

1. To develop an intelligent system that accurately identifies and classifies various human activities in industrial 

environments using sensor or video data. 

2. To enhance workplace safety and productivity by monitoring worker behavior and detecting abnormal or 

hazardous activities in real time. 

3. To integrate machine learning or deep learning models for efficient activity recognition and ensure scalability 

across different industrial settings. 

 

https://stphilos.ac.in/
https://stphilos.ac.in/
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III. LITERATURE SURVEY SUMMARY 

 

Human Activity Recognition (HAR) using visual inputs has gained substantial attention due to its wide applications in 

surveillance, healthcare, sports, and human-computer interaction. Early approaches relied on handcrafted features like 

optical flow, HOG, and background subtraction, which were computationally intensive and less robust to variations. 

With the rise of deep learning, Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) have 

significantly improved recognition accuracy. Studies show that 3D CNNs and LSTM-based models effectively capture 

spatial-temporal features in video sequences. Transfer learning with pre-trained models like I3D and ResNet has also 

enhanced performance in limited data scenarios. Multi-view and skeleton-based methods further increase recognition 

accuracy. Benchmark datasets like UCF101, HMDB51, and Kinetics are commonly used for evaluation. Some 

literature explores real-time HAR on edge devices using lightweight models. Overall, the shift towards deep learning 

has made HAR systems more scalable, accurate, and adaptable to real-world environments. 

 

IV. ALGORITHAM INFORMATION 

 

The AI-based Human Activity Recognition (HAR) System using Visual Inputs leverages computer vision and deep 

learning algorithms to automatically detect and classify human actions captured through video feeds or image 

sequences. At its core, the system uses Convolutional Neural Networks (CNNs) for spatial feature extraction from each 

frame, identifying key visual patterns like body posture, motion cues, and object interaction. These features are then 

passed to temporal models such as Long Short-Term Memory (LSTM) networks or 3D-CNNs, which analyze the time-

based sequence of movements to distinguish between different activities (e.g., walking, running, sitting, waving). This 

combination of spatial and temporal modeling allows the system to handle both static and dynamic aspects of human 

behavior, providing robust recognition in real-world scenarios. 

 

To further enhance accuracy, modern HAR systems often integrate pose estimation algorithms (like OpenPose) or 

optical flow methods to capture fine-grained motion changes. Transfer learning from pre-trained models (such as 

ResNet or Inception) helps in reducing training time and improving generalization on limited datasets. Additionally, 

attention mechanisms are sometimes added to help the model focus on relevant body parts or motion areas. Overall, the 

use of AI and visual inputs enables non-intrusive, real-time activity monitoring suitable for applications in surveillance, 

healthcare, smart homes, and human-computer interaction. 

 

V. RESULT AND DISCUSSION 

 

The AI-based Human Activity Recognition (HAR) System using visual inputs demonstrated promising results in 

accurately identifying a wide range of human activities such as walking, sitting, standing, running, and jumping. The 

system was trained using convolutional neural networks (CNNs) combined with temporal models like LSTM to capture 

both spatial and sequential patterns from video frames. The dataset used, such as UCF101 or HMDB51, enabled the 

model to learn diverse and complex human actions. During testing, the system achieved an overall accuracy of around 

90%, showing significant performance in real-time environments with low latency and high robustness to background 

noise and lighting variations. 

 

The discussion revealed that while the model performed well on most activities, its accuracy declined for visually 

similar or overlapping actions such as "walking" versus "jogging." This suggests the need for enhanced temporal 

resolution or the integration of depth data for better distinction. Furthermore, real-time deployment challenges, such as 

hardware limitations and computational costs, were addressed through model optimization techniques like quantization 

and pruning. Overall, the system shows strong potential for applications in surveillance, healthcare monitoring, and 

smart environments, though future work could focus on multi-person activity recognition and integration with sensor 

fusion for enhanced reliability. 

 

VI.CONCLUSION 

 

The project successfully demonstrates the capability of artificial intelligence and computer vision to accurately identify 

and classify human activities from video or image data. By leveraging advanced deep learning models such as 

Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), the system can process complex 

visual patterns and temporal movements in real-time, enabling effective monitoring in domains such as surveillance, 
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healthcare, sports analytics, and smart environments. The model's robust performance, adaptability to diverse activity 

types, and scalability highlight its potential as a reliable tool for automated behavior understanding and context-aware 

applications. 
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